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   Abstract 

 This chapter provides a comprehensive overview of repeated-measures dyadic data analysis. The 

chapter begins with an introduction of how different methodological and analytical approaches lend 

themselves to different theoretical questions in the study of relationships. Issues relevant to the 

analysis of repeated-measures dyadic data are then introduced, including the issue of distinguishability 

of dyad members, the nested structure of the data, and the types of variables collected. The latter half 

of the chapter is focused on data structure, analysis, and interpretation. I demonstrate two illustrative 

analyses for data that have two repeated measures, and the interest is in comparison between these 

repeated measures. Two sample analyses are presented using multilevel modeling: one for the analysis 

of indistinguishable dyads and one for the analysis of distinguishable dyads. The chapter concludes with 

a discussion of model elaborations and alternative analysis strategies. 

 Key Words: repeated measures, dyadic data analysis, data structure, analysis, interpretation, 

 multilevel modeling, distinguishable dyads, indistinguishable dyads 

 Repeated Measures with Dyads   

    Tessa V.   West    

   Over the past three decades, interest in dyadic 
processes has grown substantially. From interac-
tions between doctors and their patients, partners 
and caregivers, newlyweds, speed daters, and col-
lege roommates, understanding the interpersonal 
processes that unfold during dyadic interactions has 
captured the interest of scholars across disciplines. 
Growing theoretical interest in dyadic processes 
has been met with methodological and statistical 
advancement. Th ere are not only articles and chap-
ters dedicated to the analysis of dyadic data but also 
whole books. 

 To date, most published dyadic studies involve 
data that are collected at one point in time, or for 
just one observation. Recently, however, there has 
been a growing interest in understanding how the 
dynamics between partners unfold across time, 
within diff erent settings and contexts, and across 
experimental conditions. Dyadic data with repeated 

measures allows one to ask many interesting theoret-
ical questions about the dynamics of relationships—
for example, whether relationships change over time 
and in the same way for both partners, how stable 
relationships are and how much infl uence partners 
have on each another, and whether the intrapersonal 
and interpersonal processes observed in one context 
generalize to other contexts. 

 In this chapter, I use the term “repeated mea-
sures” very broadly to include studies in which both 
partners in a dyad provide data over multiple occa-
sions and on the same outcome variables, and have 
diff erent scores on those outcome variables. In some 
cases, there are many repeated measures, and the 
interest is in looking at patterns of change over time. 
For example, van Steenbergen, Kluwer, and Karney 
(2011) examined changes over a 4-year period in 
marital satisfaction as a function of husbands’ 
workload. Th e authors found that an increase in 
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732  repeated measures with dyads

Th ird, I provide two concrete empirical examples 
of repeated-measures dyadic analysis using mul-
tilevel modeling (MLM), one for the analysis of 
distinguishable dyads, and one for the analysis of 
indistinguishable dyads. Th is section covers data 
structure, analysis, interpretation of eff ects, and sta-
tistical tests of distinguishability. Finally, I discuss 
elaborations of the basic repeated-measures model 
and directions for future research. Th roughout the 
chapter, I focus on dyadic data in which each person 
is paired within only one partner (i.e., the standard 
dyadic design).  

  Models for Repeated-Measures Dyadic Data 
 When designing a repeated-measures dyad study, 

there are several issues pertaining to research design 
that are important in determining how to best go 
about testing one’s theoretical questions of interest. 
In this section, I provide descriptions and examples 
of diff erent types of analytic models that can be esti-
mated with repeated-measures dyadic data. Th e goal 
of this section is to provide an overview of how dif-
ferent methodological and analytic approaches can 
yield themselves to diff erent theoretical questions. 

  Longitudinal Growth Curve Model 
 Perhaps the most common repeated-measures 

dyadic study is the longitudinal study. When lon-
gitudinal data are collected, both partners within a 
dyad provide data at multiple points in time, and 
typically at the same points in time. For example, 
couples in a daily-diary study might report on their 
mood twice a day (morning and night), every day, 
for a week. With longitudinal data, there are a suf-
fi cient number of repeated measures to examine 
patterns of change over time. How these patterns 
diff er as a function of respondent and partner-level 
variables can be examined by estimating dyadic 
growth curve models. Th ese models allow one to 
examine patterns of change at the level of the fi xed 
eff ects—for example, how eff ective an experimen-
tal intervention is at changing empathy on average 
across couples (Long, Angera, Carter, Nakamoto, & 
Kalso, 1999), or how stable newly-wed relationships 
are over time (Gottman, Coan, Carrere, & Swanson 
(1998)—but also, patterns of change at the level 
of the random eff ects. Random eff ects allow one 
to examine within-person and within-couples 
processes. For example, in a study in which rela-
tionship satisfaction is measured over time, one 
can estimate variances of the slope and intercept 
and within-person and within-couple covariances 
between the slope and intercept. Th e covariance 

husbands’ workload was associated with an increase 
in marital satisfaction for both spouses when those 
couples did not have children; however, for couples 
with children, an increase in husbands’ workload 
was associated with a decrease in marital satisfaction 
for both spouses. In other cases, there are a small 
number of repeated measures (e.g., two or three), 
and the interest is in the comparison between these 
diff erent measures. For example, romantic couples 
might discuss three diff erent topics and rate their 
feelings after each topic. Here, the interest is not 
in change over time in ratings from one topic to 
another, but rather in comparing the topics with 
each other. 

 Recently, there have been a number of signifi -
cant methodological and analytical advancements 
for the analysis of longitudinal dyadic data, where 
the interest is in patterning change over time or in 
examining change from one time point to a subse-
quent time point (e.g., Bolger & Shrout, in press; 
Burke, Shrout, & Bolger, 2007; Kashy, Donnellan, 
Burt, & McGue, 2008; Kenny & Kashy, 2011; 
Kenny, Kashy, & Cook, 2006). However, far less 
attention has been paid to designs in which the 
interest is in comparisons between measures when 
few repeated measures are collected. Dyadic studies 
that involve interactions in a laboratory setting often 
fi t this structure. For example, in studies of behav-
ioral observation, researchers might ask couples to 
discuss one or two potential confl ict areas for 10 
to 15 minutes each, and code their behaviors dur-
ing each discussion (Heyman, 2001). In addition, 
studies that involve repeated-measures experimental 
manipulations also fi t this structure. Elaborating the 
previous example, a researcher could experimentally 
manipulate the specifi c content of the conversation 
discussed by couples. Comparatively few resources 
are available for analyzing repeated-measures dyadic 
data with few repeated measures (compared with 
those available for analyzing dyadic data with many 
repeated measures). Th e goal of this chapter is to pro-
vide a comprehensive overview of repeated-measures 
dyadic data analysis, focusing on the case in which 
there are few repeated measures and the interest is 
in comparing these repeated measures to each other. 
Th e chapter is broadly organized as follows. First, 
I discuss how diff erent types of repeated-measures 
dyadic data lend themselves to diff erent theoretical 
questions. Th e goal of this section is to help research-
ers identify the proper methodological approach 
for addressing questions of interest. Second, I pro-
vide an overview of terms and defi nitions that are 
important for building the proper analysis model. 
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of the relationship in which suffi  cient change is 
theorized to occur, and not in the same way for all 
dyads. Although this might seem like an obvious 
point, failing to fi nd variance in a measure over time 
inhibits the ability to test interesting psychological 
predictors of change, so this point should be care-
fully considered. In West et al. (2009), closeness 
was examined during a time when friendships were 
being built—some dyads became friends over time, 
and some did not. In Kashy et al. (2008), confl ict 
was measured during signifi cant developmental 
milestones. In a longitudinal study in which rela-
tionship satisfaction is the outcome of interest, one 
would not plan to measure relationship satisfac-
tion during a period of time in which satisfaction is 
theorized to be relatively stable, or when all couples 
within the sample are theorized to experience simi-
lar increases in relationship satisfaction.  

  Stability and Infl uence Model 
 Another type of model that can be estimated 

with longitudinal data is the stability and infl uence 
model. Unlike the growth curve model, the interest 
is not in modeling pattern of change over time, but 
rather in modeling infl uence from one time point 
to the next. Th is model is truly dyadic in the sense 
that a person’s own outcome at one point in time 
is not only a function of that person’s outcome at 
a prior point in time, but also, that person’s part-
ner’s outcome at that prior point in time. To this 
end, the stability and infl uence model (also called 
cross-lagged regression, Kenny, Kashy, & Cook, 
2006) is the Actor–Partner Interdependence Model 
(APIM; Kashy & Kenny, 2000), applied to longi-
tudinal data. Like the growth curve model, the sta-
bility and infl uence model allows one to estimate 
fi xed and random eff ects that shed light on diff erent 
psychological processes. 

 As an example, Feng, Shaw, Skuban, and Lane 
(2007) examined the stability and infl uence of mater-
nal and child aff ective expression using a sample of 
mothers and their young children who engaged in 
two emotion-regulation tasks. Among other results, 
the authors found that mothers’ and children’s emo-
tion expression at Time 1was positively associated 
with their own expression at Time 2 (i.e., stabil-
ity), and mothers’ display of emotion at Time 1 was 
positively associated with their children’s display of 
emotion at Time 2 (i.e., infl uence from mother to 
child). 

 Th e stability and infl uence model can be elabo-
rated to consider the eff ect of one variable measured 
at one time point on a diff erent variable measured at 

between two partners’ slopes tests whether change 
over time is a within-couples process. If one part-
ner increases in relationship satisfaction over time, 
does the other partner also increase in relationship 
satisfaction over time? Th e within-person covari-
ance between slope and intercept allows one to test 
the question: If partners’ are satisfi ed at the start of 
the study (if time is centered at time 1), do they 
increase or decrease in satisfaction over time? Th e 
within-couple slope–intercept covariance allows one 
to test the question: If one partner starts off  satisfi ed, 
does the other partner increase or decrease in satis-
faction over time? Random eff ects allow researchers 
to examine whether the psychological processes of 
interest operate at the level of the individual or the 
level of the relationship, or both. 

 Th ere are many recent examples in which dyadic 
growth curve modeling is used to test interesting 
questions about relationships. For example, Kashy, 
Donnellan, Burt, and McGue (2008) examined 
twins’ ratings of confl ict with their mothers at 11 
years old, 14 years old, and 17 years old. Th e authors 
examined gender and early puberty as predictors 
of change in confl ict over the course of 6 years. 
In Long, Angera, Carter, Nakamoto, and Kalso 
(1999), romantic couples participated in a 5-week 
10-hour empathy-training program, during which 
they engaged in fi ve diff erent sessions. Before the 
start of the study, couples were randomly assigned 
to a treatment or control condition. Of interest was 
change in empathy over the course of the study 
as a function of experimental  condition. In West, 
Pearson, Dovidio, Shelton, and Trail (2009), newly 
acquainted college roommates made ratings of close-
ness with their roommate every other day for the 
fi rst 5.5 weeks of living together. Th e authors exam-
ined how the development of friendship, as defi ned 
as linear increases in feelings of closeness, was mod-
erated by respondents’ and roommates’ common-
ality mindset (i.e., the extent to which individuals 
think of students on campus as members of all one 
group, regardless of their race) for cross-race (i.e., 
white–racial minority) and same race (i.e., white–
white) roommate dyads. 

 Th e dyadic growth curve model is a fl exible 
model. Th ere is no standard time frame in which 
data must be collected (e.g., time can be concep-
tualized in units of hours, days, weeks, or years), 
and data points can be spread apart at equal or 
unequal intervals. However, at least three time 
points are needed to model change. When design-
ing a longitudinal dyadic study, it is very important 
to measure psychological processes during a phase 
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734  repeated measures with dyads

 Like the growth curve model, models that 
examine the random eff ects of change from one 
time point to the next can also be used to exam-
ine within-person and within-dyad processes. In an 
illustration of the Dyadic Process Model, Bolger and 
Shrout (in press) examine how one’s own anger from 
one time point is infl uenced by that person’s anger 
score at a prior time point (i.e., an actor eff ect), and 
how that person’s anger score is also infl uenced by 
his or her partner’s anger score at the same prior 
time point (i.e., the partner eff ect). At the level of 
the random eff ects, the model allows one to exam-
ine the following questions: (1) To what extent does 
the average tendency to be angry covary between 
partners in an intimate relationship? (2) How 
strong is the association of anger on one day with 
anger on the next day within a given person? (3) To 
what extent is anger in one partner related to anger 
in the other partner on the same day? Th ese ques-
tions provide insight into the extent to which daily 
change within romantic relationships varies within 
persons and within couples. 

 When estimating models in which change is esti-
mated from one time point to another, one must 
consider the magnitude of the interval separating 
the time points. In the examples above, stability and 
infl uence were modeled as the relations between a 
variable taken at one time point and a variable taken 
at the next time point. However, it is certainly possi-
ble to examine the relations between these variables 
with a diff erent unit of time in between. For exam-
ple, imagine a diary study in which couples com-
plete a measure of depression twice a week, once on 
Mondays and once Th ursdays, and people may feel 
more depressed on Mondays than on Th ursdays. 
It is hypothesized that depression experienced on 
Mondays will predict depression experienced on the 
following Monday, and depression experienced on 
Th ursdays will predict depression experienced the 
following Th ursday. In this example, the unit of dif-
ference between the prior measure and the present 
measure is two, not one. 

 When estimating the stability and infl uence 
model (or one of its variants described above), the 
predictor variable is lagged by  X  units in time. As the 
distance between the past and present time points 
increases, more time points are needed because the 
data at the initial time points are lost as predictor 
variables. For example, in a study in which three 
time points are collected, if one treats the data at 
Time 1 as a predictor of Time 2 and Time 2 as a 
predictor of Time 3, the lagged variable is only valid 
at Times 2 and 3 as a predictor because there are no 

a subsequent time point. For example, in a sample 
of roommate dyads, West , Shelton, and Trail (2009) 
investigated the role of one’s own self-reported 
anxiety experienced during interactions with one’s 
roommate, and one’s roommate’s anxiety, on one’s 
own interest in living with one’s roommate, the next 
day. For the fi rst 15 days of living together, room-
mate dyads made daily ratings of their own felt 
anxiety and interest in living with their roommate 
in the future. Th e authors found that in general, 
across roommate pairs of the same race or of dif-
ferent races, one’s own anxiety experienced one day 
predicted one’s own lower desire to live with one’s 
roommate the following day (i.e., a negative actor 
eff ect). In cross-race roommate dyads, one’s room-
mate’s anxiety experienced one day negatively pre-
dicted one’s own desire to live with that roommate 
the following day (i.e., a negative partner eff ect). 
However, in same-race dyads, one’s roommate’s 
anxiety experienced one day positively predicted 
one’s own interest in living together the following 
data (i.e., a positive partner eff ect). Th e authors 
interpreted these fi ndings in terms of the carryover 
eff ects of anxiety on interest in contact for same-race 
and cross-race roommates. 

 In some cases, what is of interest is whether 
actor and partner level variables infl uence change 
in the outcome variable, from one time point to 
the next. In this type of model, the outcome vari-
able is a change score. For example, using a daily 
diary methodology, Bolger, Zuckerman, and Kessler 
(2000) examined visible and invisible forms of social 
support in a sample of couples in which one partner 
was preparing to take the New York bar exam. For 
the 32 days leading up to the exam, examinees made 
daily reports of their anxiety and depression and how 
much support they received from their partners. As 
a measure of provision of emotional support, part-
ners of examinees reported whether they listened to 
or comforted the examinee each day. Th e authors 
hypothesized that support from the providers’ per-
spective would reduce the eff ect of a stressor on 
mood. However, support from the recipients’ per-
spective would strengthen the eff ect of a stressor on 
mood. To test this hypothesis, the authors examined 
how perceived support from the examinee’s perspec-
tive and support provision from the partner’s per-
spective (i.e., actor and partner eff ects, respectively) 
predicted changes in distress from the day that sup-
port was provided (or perceived to be provided) to 
the following day. In this example, change in stress 
from one day to the next is theorized to be a func-
tion of perceived and actual support. 

AQ: Please 
provide 

reference 
for the cita-
tion West, 

Shelton, and 
Trail 2009.
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predictors for Time 1. Researchers should keep this 
in mind in designing a study in which stability and 
infl uence are theorized to occur.  

  Comparing Repeated Measures 
to Each Other 

 Th us far, I have considered models in which the 
repeated measure is time. However, in many cases, 
the repeated measure is something that diff ers quali-
tatively between or within dyads, and the interest is 
in comparing the repeated measures to one another. 
Th e repeated measure might be experimental con-
dition. For example, dyads engage in two diff erent 
interactions, one control and one experimental, the 
order of which is counterbalanced. Here, the inter-
est is in comparing the experimental to the con-
trol condition. When the interest is in comparing 
repeated measures to one another, the minimum 
number of repeated measures is two. 

 Models that compare repeated measures to one 
another can get quite complicated if there are sev-
eral variables that vary between the repeated mea-
sures, or between couples. In designing such a study, 
it is important to consider whether there are dif-
ferences within dyads, between dyads, or both, and 
across repeated measures. I discuss these method-
ological details in the analysis issues section. 

 As an example, Heyman, Hunt-Martorano, 
Malik, and Slep (2009) examined how roman-
tic partners negotiate change in relationships and 
the extent to which each individual’s own desired 
change is a function of his or her own relationship 
adjustment (i.e., an actor eff ect) and his or her part-
ner’s relationship adjustment (i.e., a partner eff ect). 
Couples discussed two top desired change areas: 
one own-initiated and one partner-initiated change. 
Following each conversation, desired change was 
measured. Th e authors found that both men and 
women’s own adjustment predicted their own desired 
change, but partner’s adjustment did not predict 
desired change. In addition, both men and women 
behaved more positively during the partner-initiated 
conversation than the own-initiated conversation. In 
this example, the authors were interested in compar-
ing the two repeated measures with each other (i.e., 
own-initiated topic compared with partner-initiated 
topic) and in how the eff ect of topic on desired 
change varied as a function of gender. 

 To date, there has been far less published research 
in which the interest is in comparing few repeated 
measures with each other compared with research in 
which the interest is in treating time as the repeated 
measure and examining patterns of change over time. 

However, as the number of dyadic laboratory studies 
continues to increase, this type of data is becoming 
more common. In the illustrative analysis section, 
I demonstrate how to analyze repeated-measures 
dyadic data when repeated measures are compared 
directly. Th ese methods are ideal for, but not limited 
to, the analysis of repeated-measures designs with 
experimental manipulations.  

  Estimating Variance Due to Person 
and Variance Due to Observation 

 With repeated-measures dyadic data, it is also pos-
sible to treat person and repeated measure as random, 
and then examine how much variance there is due to 
each of these factors. A researcher may collect data 
from both members of a dyad, either across a few time 
points (e.g., at 1 p.m., 2 p.m., and 3 p.m.) or across 
repeated trials (e.g., comparing Conversation 1 to 
Conversation 2 from a two-conversation interaction 
in the lab). Th ese models are appropriate when the 
interest is not in modeling change (e.g., an increase in 
the dependent variable from 1 p.m. to 3 p.m. or from 
Conversation 1 to Conversation 2) but in examining 
within-person and within-dyad processes. 

 For example, imagine a study in which each per-
son interacts with ten potential partners on blind 
dates, and all participants interact with the same ten 
partners. Th e partner is the repeated observation. 
After each date, participants rate how satisfi ed they 
were with the dates. Th e repeated measure (dating 
partner) could be treated as a random variable for 
which the ten dating partners are treated as a sample 
from the population of dating partners. By treating 
the dating partners as random, there is no interest in 
examining specifi c dating partners with each other 
(e.g., in comparing blonde dating partners with bru-
nette partners). Ratings of satisfaction across dating 
partners can be partitioned into variance due to per-
sons and situations and their interaction. Variance 
due to person measures whether some persons are 
generally more or less attracted to all of their dat-
ing partners than are others. Variance due to part-
ner measures whether all participants are more or 
less attracted to particular partners than to others. 
Th e interaction measures whether some persons are 
especially attracted to some dating partners, and is 
estimated as the error variance. One can compare 
the amount of variance due to person and dating 
partner to see which plays a more prominent role in 
predicting satisfaction. For example, it may be the 
case that when it comes to attraction in the context 
of fi rst dates, much more of the variance is due to 
the perceiver than to the particular dating partner. 
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736  repeated measures with dyads

the psychological processes examined in the analysis 
model diff er depending on the distinguishing factor. 
As such, a variable that distinguishes partners from 
each other in one study might not be a theoretically 
meaningful distinguishing variable in another study. 
For example, gender is a distinguishing variable in 
most studies of romantic relationships, but it might 
not be a good distinguishing variable in roommate 
relationships. It may also be the case that dyad 
members can be distinguished from one another on 
the basis of more than one distinguishing factor. For 
example, in a study in which heterosexual couples 
interact in the lab, one partner might be assigned 
to the role of speaker and the other to the role of 
listener. In this example, there are potentially two 
distinguishing factors, gender and role. One must 
determine which variable is more important as a 
distinguishing variable when designing the analysis 
model. 

 Dyads may be theoretically or conceptually 
distinguishable, but they may not be empirically 
indistinguishable. Dyads can be empirically dis-
tinguishable at the level of the fi xed eff ects (if the 
pattern of eff ects diff ers as a function of the distin-
guishing variable) and at the level of the random 
eff ects (if the variances and covariances diff er as a 
function of the distinguishing variable). In the illus-
trative analysis section, I demonstrate how to con-
duct a test of distinguishability at both levels.  

  Data Structure 
 With repeated-measures dyadic data, there are 

three factors to consider: person, dyad, and repeated 
measure. Researchers sometimes make the mistake 
of assuming a three-level model in which time 
points are nested within persons and persons within 
dyads. However, when both members of the dyad 
provide data for the same repeated measures (e.g., 
they both make ratings after each interaction), the 
level of repeated measure is the same for both mem-
bers of the dyad, and repeated measure and person 
are crossed, not nested. In this case, the data are a 
two-level crossed structure, not a three-level nested 
structure. Only if dyad members complete data at 
diff erent repeated measures should a three-level 
model be assumed. When a three-level structure 
is incorrectly assumed (rather than a two-level 
crossed structure), the error structure is incorrectly 
specifi ed, which could lead to incorrect conclusions 
about the data—at the level of both the fi xed and 
random eff ects. 

 Figure 33.1 illustrates the structure of data in 
which both dyad members provide data at the same 

 Th ere are many potential analysis models one 
can adopt to answer theoretical questions of inter-
est. In the next section, I discuss issues related to 
creating the proper analysis model. Th ese issues 
include determining whether dyad members are 
theoretically and empirically distinguishable from 
each other, identifying the proper error structure 
to be modeled, and determining whether variables 
vary within dyad, between dyad, or both.   

  Analysis Issues 
 When analyzing repeated-measures dyadic data, 

there are several issues pertaining to the nature and 
structure of the data that are important for design-
ing the proper analytical model. Th e fi rst issue rel-
evant to all dyadic data (and therefore relevant to 
the analysis of repeated-measures dyadic data) is the 
issue of distinguishability. Th e second issue pertains 
to the repeated structure of the data; specifi cally, 
whether repeated measures and persons are crossed 
or nested. Th is issue is particularly important for 
identifying the proper error structure of the model. 
Th e third issue is the type of variables in the data. 
Th at is, whether variables vary between dyad, within 
dyad, or both between and within dyad (i.e., mixed 
variables). I discuss each of these issues, in turn. 

  Distinguishability 
 One important issue in dyadic data is whether 

the two members of the dyad can be distinguished 
from one another on a meaningful dichotomous 
variable. For example, in heterosexual relation-
ships, dyad members are distinguished from one 
another by gender; one partner is a man and one is 
a woman. In studies of interracial interactions, one 
partner might be white and the other partner black, 
and in studies of parent–child relationships, one 
partner might be the mother and the other is the 
child. Dyads that are distinguishable have partners 
that can be ordered based on the distinguishing fac-
tor. Indistinguishable dyads cannot be distinguished 
from one another on the basis of a theoretically rel-
evant dichotomous variable. For example, in a study 
of gay relationships, both partners are of the same 
gender, so gender cannot be used to order partici-
pants’ data. Th e same is true for same-race (white–
white or black–black) interactions and identical 
twins. As I will illustrate in the illustrative analyses 
section, the issue of distinguishability has important 
implications for the analysis model. 

 Distinguishability is both a theoretical and an 
empirical issue. Dyads are theoretically or conceptu-
ally distinguishable if there is reason to expect that 

OUP UNCORRECTED PROOF – FIRSTPROOFS, Fri Jan 11 2013, NEWGEN

33_JeffryASimpson_Ch 33.indd   73633_JeffryASimpson_Ch 33.indd   736 1/11/2013   4:25:38 AM1/11/2013   4:25:38 AM



737west

Dyad 1

Person 1
Time 1

Person 2
Time 1

Person 2
Time 2

E1
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Time 2

E2

1

E4E3

11

 Figure 33.1      Data structure for a two-level nested model.  

 It is important to know whether one has a 
two-level crossed structure or a three-level nested 
structure when designing the analysis model because 
if the wrong structure is assumed, results for the fi xed 
and random eff ects can be misleading. Although 
coeffi  cients of fi xed eff ects are not biased, the stan-
dard errors are biased (Kenny, Kashy, & Cook, 
2006), which can lead to incorrect  p  values for tests 
of fi xed eff ects (Littell et al., 1996).  

  Types of Variables 
 Dyadic data are multilevel data because indi-

viduals are nested within dyads. With multilevel 
data, level-one variables (i.e., lower level variables) 
vary at the level of the individual. Level-two vari-
ables (i.e., upper level) vary at the level of the dyad. 
With dyadic data in particular, a diff erent but 
related terminology is used to denote the level at 
which data vary. Between-dyads variables are upper 
level variables—both members of the dyad have 
the same score on the variable, and that score varies 
between dyads. For example, relationship length is 
a between-dyads variable because both members of 
the dyad have been in the relationship (presumably) 
for the same length of time. As another example, in 
Pearson et al. (2008), dyads engaged in an interac-
tion over closed-circuit television. Th e interaction 
was either delayed by 1 second or was in real time. 
Th e experimental condition is a between-dyads vari-
able because some dyads were in the delay condition 
and some in the control condition, but both mem-
bers of the dyad were always in the same condition. 
With repeated-measures data, if both members of 
the dyad have the same score on the variable at 
each of the repeated measures, but these scores vary 
between dyads within each of the repeated measures, 
then the variable is a between-dyads variable. 

 Within-dyads variables are lower level vari-
ables because the two members of the dyad each 
have a diff erent score on the variable. However, 
on average, all dyads have an identical score. For 
example, in heterosexual relationships, gender is a 
between-dyads variable (each dyad has one man and 
one woman). Returning to the Pearson et al. (2008) 
study, if for all dyads one member of the dyad was 
assigned to the delay condition but the other mem-
ber of the dyad to the control condition, then the 
experimental condition would be a within-dyads 
variable. Other examples of within-dyads variables 
include those that must sum to one, such as per-
centage of household labor. All dyads have a total 
of 100 percent of household labor that was done, 
but the members of the dyad can vary in how much 

repeated measures. As seen in Figure 33.1, with 
a two-level crossed structure, the errors between 
 partners at each repeated measure and within 
each partner across the repeated measures are esti-
mated. When a three-level model is assumed, the 
correlation between the dyad members’ scores at 
the same repeated measure is assumed to be zero, 
which might not be the case. For example, imag-
ine a study in which husbands and wives engage in 
two conversations with each other (Conversation 
1 and Conversation 2). Th e researcher examines 
self-reported mood after each conversation and 
for each partner. If a two-level nested structure is 
assumed, then the variances for the two partners 
within conversation are correlated (i.e., the variance 
between the husband’s mood after Conversation 
1 and the wife’s mood after Conversation 1; 
the variance between the husband’s mood 
after Conversation 2 and the wife’s mood after 
Conversation 2). Th e variances within person across 
topic are also correlated (i.e., the variance for the 
husband’s mood after Conversation 1 with the vari-
ance for his mood after Conversation 2; the variance 
for the wife’s mood after Conversation 2 with the 
variance for her mood after Conversation 2). If a 
three-level model is assumed, the fi rst set of covari-
ances described above is not estimated (i.e., the vari-
ances for the two partners within topic). In fact, it is 
assumed that this covariance is zero. If the husband 
and wife’s moods were correlated within each con-
versation, this assumption would be wrong.      
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738  repeated measures with dyads

daily feelings over time, or one’s partner’s daily feel-
ings or changes in daily feelings over time. 

 Given suffi  cient background in important issues 
pertaining to the analysis model, in the remainder 
of the chapter, I focus on analyzing data in which 
the interest is in comparing repeated measures with 
each other.   

  Illustrative Analyses 
 In this section, I illustrate two strategies for ana-

lyzing repeated-measures dyadic data, one for the 
analysis of repeated-measures data with distinguish-
able dyads, and one for the analysis of indistinguish-
able dyads. For both of these illustrative analyses, 
MLM is used. Because a full description of MLM 
for dyadic analysis is beyond the scope of this chap-
ter, I refer the reader to Kenny, Kashy, and Cook 
(2006) and Kenny and Kashy (2011) for descrip-
tions of procedures. Th is section assumes that the 
reader has a basic understanding of dyadic analysis 
using MLM. 

 I demonstrate how to analyze data that have few 
repeated measures, and the interest is in comparing 
these measures to each other. For readers who are 
interested in analyzing over time longitudinal data 
(e.g., in examining patterns of change over time), 
Kenny and Kashy (2011), Kashy, Donnellan, Burt, 
and McGue (2008), and Bolger and Shrout (in press) 
provide excellent descriptions of analytic procedures. 

  Example Data 
 Th e example data are drawn from a study pub-

lished by Pearson et al. (2008), in which seventy-one 
newly acquainted same-sex dyad members engaged 
in two 6-minute interactions over closed-circuit 
television. Of these dyads, forty-two were same-race 
(white–white, minority–minority) and twenty-nine 
were cross-race (white–minority) pairs. All dyads 
engaged in two conversations on two diff erent top-
ics: the Iraq War, and the presidential election (the 
order of which was counterbalanced). Th ere was 
also a within-dyad experimental manipulation such 
that for all dyads, there was a slight (1-second) delay 
in audiovisual feedback between interactants dur-
ing one of the conversations (delay condition), but 
not during the other conversation (no delay condi-
tion). Th e order of condition was counterbalanced. 
After each interaction, participants made ratings on 
several variables designed to measure anxiety and 
rapport (for details, see Pearson et al., 2008). For 
the purposes of this chapter, I will focus on one 
outcome variable, self-ratings of anxiety, which was 
measured on a 1 (not at all) to 7 (very much) scale. 

they contributed to that total. One dyad might have 
partners who each did 50 percent of the labor, and 
another dyad has one partner who did 99 percent of 
the labor and the other partner who did 1 percent 
of the labor. 

 Mixed variables are also lower level variables from 
a multilevel perspective because, like within-dyads 
variables, they vary from partner to partner within 
the dyad. Unlike within-dyads variables, mixed 
variables also vary between dyads. For example, in 
a study of relationships in which some couples are 
gay (male–male), some lesbian (female–female), 
and some heterosexual (male–female), gender is a 
mixed variable because for the heterosexual dyads it 
varies within the dyad, but for the gay and lesbian 
dyads, it varies between dyads. If gender is coded 
1 for women and –1 for men, heterosexual dyads 
would have a total score of 0, gay dyads would have 
a score of –2, and lesbian dyads would have a score 
of 2. Th us, not all of the dyads have the same sum 
score for gender. 

 Individual diff erence variables that are often 
of interest in the study of close relationships are 
mixed variables. For example, imagine a study on 
empathic accuracy in which partners interact and 
then make ratings of how they felt at specifi c times 
during the interaction (Ickes, 1997). Th e researcher 
hypothesizes that attachment security predicts 
empathic accuracy such that those who are more 
secure are more empathically accurate than those 
who are relatively less secure. Attachment security 
is a mixed variable because the two members of 
the dyad have diff erent attachment security scores, 
and dyads on average have members with diff er-
ent levels of attachment security. When predictor 
variables are mixed, one can examine actor and 
partner eff ects of these variables within an APIM 
framework (Kashy & Kenny, 2000; Kenny, 1996). 
Extending the above example, it would be possible 
to test whether individuals’ own attachment style 
predicts their empathic accuracy scores (an actor 
eff ect) and whether their partners’ attachment style 
predicts their empathic accuracy scores (a partner 
eff ect). 

 Within a repeated-measures design, mixed vari-
ables might vary between persons and between 
dyads, and also across repeated measures. For exam-
ple, in a daily-diary study in which partners make 
ratings of their feelings every day, feelings vary from 
day to day, person to person, and dyad to dyad. 
Th ese feelings can then be used to predict an out-
come such as daily stress. One’s own stress might be 
a function of one’s own daily feelings or changes in 
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and minorities are coded 2. Th is can be seen by 
examining the Actor Race variable (in which whites 
are coded 1 and minorities are coded −1), which 
correlates perfectly with Partner. Th e third variable, 
Convo, refers to the conversation, and is coded 1 
for the fi rst conversation and 2 for the second con-
versation. Th e fourth variable, Topic, is coded 1 for 
the presidential election and −1 for the Iraq war. In 
this example, dyad 1 discussed the presidential elec-
tion fi rst and the Iraq war second; dyad 2 discussed 
the Iraq war fi rst and the presidential election sec-
ond. Th e fi fth variable, Condition, is coded 1 for no 
delay and −1 for delay. For dyad 1, the fi rst inter-
action was not delayed, and the second interaction 
was delayed (and the reverse was true for dyad 2).      

 Th e sixth variable, RM, is created and is neces-
sary for estimating separate error variances for each 
partner within each repeated measure, and for cor-
relating the error variances between partners within 
topic and within person across topic. RM equals 
1 for Partner 1 Conversation 1, 2 for Partner 1 
Conversation 2, 3 for Partner 2 Conversation 1, 
and 4 for Partner 2 Conversation 2. To create 
this variable, the following equation is estimated: 
 a (Partner − 1) + Convo, where  a  equals the number 
of repeated measures. For example, for Partner 1 at 
Conversation 1, RM = 2  ×  (1 − 1) + 1 = 1. Anxiety, 
the seventh variable, is measured for each person 
after each conversation, and will be treated as the 
outcome variable. 

 Within a pairwise fi le, there are both actor- and 
partner-level variables. For the Pearson et al. data, 
there is one actor variable, the respondent’s own 
race, and there is one partner variable, the respon-
dent’s partner’s race. However, note that in the dis-
tinguishable case, these two variables are redundant 

 Th e Pearson et al. (2008) data are a two-level 
crossed structure in which Conversation and Partner 
are crossed. Th at is, within a given dyad, the level 
of conversation is the same for the two partners at 
each conversation (see Figure 33.1). Conversation is 
treated as the repeated measure. 

 I begin with an illustration of repeated-measures 
dyadic analysis for the distinguishable case using 
the MIXED procedure in PASW. Th e model is esti-
mated only for the cross-race dyads because partners 
can be distinguished by race (i.e., white or racial 
minority). I then illustrate how to estimate the 
same model for the indistinguishable case using the 
PROC MIXED procedure in SAS. To do so, I use 
the complete data fi le that contains both same-race 
and cross-race dyads.  

  Analyzing Repeated-Measures Dyadic 
Data with Distinguishable Dyads 

 Th e fi rst step in analyzing repeated-measures 
dyadic data is to create a properly structured data 
fi le. Table 33.1A illustrates the structure of the 
Pearson et al. (2008) data with only distinguishable 
dyads. As seen in Table 33.1A, each person within 
each dyad has a line of data for each conversation. 
Th is fi le is called a  person period pairwise fi le  (Kenny, 
Kashy, & Cook, 2006). Because there are two 
repeated measures in the data, there are four lines of 
data per dyad. Th e fi rst column, Dyad, is the unique 
ID for each dyad. Th e second column, Partner, is 
the unique ID for each partner within each dyad. 
Typically, this variable is coded 1 and 2. Because 
there are two repeated measures, there should be two 
1s and two 2s within each dyad. In the distinguish-
able case, the partner ID is the distinguishing vari-
able. For example, in these data, whites are coded 1 

 Table 33.1A     Person Period Pairwise File for the Pearson et al. Data with Only Distinguishable Dyads 

Dyad Partner Convo Topic Condition RM Anxiety Actor Race Partner Race

1 1 1  1  1 1 4  1 –1

1 1 2 –1 –1 2 3  1 –1

1 2 1  1  1 3 5 –1  1

1 2 2 –1 –1 4 5 –1  1

2 1 1 –1 –1 1 3  1 –1

2 1 2  1  1 2 6  1 –1

2 1 1 –1 –1 3 4 –1  1

2 2 2  1  1 4 2  1  1

OUP UNCORRECTED PROOF – FIRSTPROOFS, Fri Jan 11 2013, NEWGEN

33_JeffryASimpson_Ch 33.indd   73933_JeffryASimpson_Ch 33.indd   739 1/11/2013   4:25:38 AM1/11/2013   4:25:38 AM



740  repeated measures with dyads

Condition, and Actor Race are estimated, treating 
Anxiety as the outcome variable. Partner race does 
not need to be included because it is redundant 
with Actor Race in the distinguishable case (i.e., all 
white actors have minority partners and vice versa). 
PASW commands are in all capital letters, and vari-
able names are in bold.   

 MIXED  Anxiety BY  WITH  Condition Topic 
Actor_race  

 /FIXED =  Condition Topic Actor_race  
 /PRINT = SOLUTION TESTCOV 
 /REPEATED = RM  | SUBJECT ( Dyad ) 

COVTYPE (UNR).   

 Th e statement begins with defi ning the outcome 
variable, Anxiety, after MIXED. Th e WITH state-
ment precedes continuous predictors (i.e., covari-
ates). Dichotomous predictors that have been eff ects 
coded (1, –1) can also be treated as covariates. Th e 
BY command precedes categorical predictors (i.e., 
factors). Variables with two or more levels are factors. 
However, there are no factors in this analysis model, 
so there are no variables after the BY command (when 
this is the case, the “BY” can be deleted from the syn-
tax; it is here for illustrative purposes only). 

 One benefi t of MLM is that missing data are 
permitted. However, when estimating several diff er-
ent models with the same data fi le, it may be the 
case that data are missing on some variables that are 
included as predictors in one set of models, but not 
on other variables that are included as predictors in 
another set of models. If there are missing data but 
not consistently across all variables, it is advisable 
to include all predictor variables after the BY and 
WITH commands. Th is procedure guarantees that 
all analyses are conducted on the same set of dyads. 

 Th e FIXED statement specifi es what fi xed eff ects 
will be estimated. In this example, the main eff ects of 
Condition, Topic, and Actor_race are estimated. Th e 
PRINT line is necessary for outputting eff ect esti-
mates and signifi cance tests. Th e REPEATED line 
specifi es that the subject is the Dyad, and the level 
of repeated subjects within the dyad is RM (which 
ranges from 1 to 4). Within the repeated statement, 
the UNR command is used to estimate all of the vari-
ances as defi ned by the variable RM (i.e., the variance 
for person 1 at observation 1, the variance for person 
1 at observation 2, etc.), and the correlations between 
all of them. Th e UN command can also be used to 
output covariances instead of correlations. THE VC 
command can be used if one wants to estimate only 
the variances of RM, but not the covariances or cor-
relations between the diff erent levels of RM. 

with each other because they vary within dyad. One 
can estimate either the actor eff ect of race on an out-
come variable or the partner eff ect of race on the 
outcome variable—both models would yield the 
same result. Topic and Condition are between-dyads 
variables, so they only needed to be included once 
in the fi le. 

  analyzing data using multilevel 
modeling in pasw 

 I begin with a saturated error model in which 
all elements of the variance-covariance of errors 
are estimated. Th is model is consistent with what 
is presented in Figure 33.1. As seen in Table 33.2, 
with distinguishable dyads, each partner at each 
conversation has an error variance, resulting in four 
error variances. Th ere are a total of six covariances. 
Th ere are two within-person covariances: the cova-
riance between Conversation 1 and Conversation 
2 for the white partner, and the covariance 
between Conversation 1 and Conversation 2 for the 
minority partner. Th ere are two between-person 
within-conversation covariances: the covariance 
between the white partner’s Conversation 1 and 
the minority partner’s Conversation 1, and between 
the white partner’s Conversation 2 and the minor-
ity partner’s Conversation 2. Finally, there are 
two between-person between-conversation cova-
riances: the covariance between the white part-
ner’s Conversation 1 and the minority partner’s 
Conversation 2, and the covariance between the 
minority partner’s Conversation 1 and the white 
partner’s Conversation 2. Because this model esti-
mates all possible variances and covariances of 
errors, it is a saturated error model.           

 Below is the syntax for the MIXED procedure in 
PASW. Th e syntax for this model in SAS is presented 
in the Appendix at the end of this chapter. At the 
level of the fi xed eff ects, the main eff ects of Topic, 

 Table 33.2     Variance–Covariance Matrix for PASW 
Run with Distinguishable Dyads 

 RM 1 RM 2 RM 3 RM 4

RM 1 Var(1)

RM 2 Cor(2,1) Var(2)

RM 3 Cor(3,1) Cor(3,2) Var(3)

RM 4 Cor(4,1) Cor(4,2) Cor(4,3) Var(4)

    RM 1 = Partner 1, Convo 1  
  RM 2 = Partner 1, Convo 2  
  RM 3 = Partner 2, Convo 1  
  RM 4 = Partner 2, Convo 2    
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 I illustrated a basic model in which all pos-
sible error variances and covariances are estimated. 
However, the analysis model of the Pearson et al. 
data can be elaborated in several ways. For one, 
I did not include the main eff ect of Convo in 
the model, which tests whether anxiety increased 
from Conversation 1 to Conversation 2. I also 
did not include any interactions, which would be 
included in the FIXED statement. For example, 
Actor_Race*Topic would test whether the eff ect of 
Topic on anxiety diff ers for whites and minorities, 
and Convo*Actor_race would test whether people 
felt increasingly more anxious from Conversation 
1 to Conversation 2, but only if they were white 
(or minority). Often with repeated-measures data 
there is an interest in comparing the two repeated 
measures with each other, and also in examining 
whether diff erences between them vary as a func-
tion of an additional moderating factor. It would be 
very straightforward to test these possibilities with 
the strategy outlined here.   

  Analyzing Repeated-Measures Dyadic 
Data with Indistinguishable Dyads 

 Table 33.1B illustrates a sample of data for indis-
tinguishable dyads. Th e structure of these data is 
consistent with the structure of the data for distin-
guishable dyads presented in Table 33.1A. However, 
one major diff erence between the two is that in the 
indistinguishable case, partners can no longer be 
distinguished from each other based on race (for 
Dyad 3, both partners are white; for Dyad 4, both 
partners are minority). As such, to extend the above 
example to the indistinguishable case requires a few 
additional steps. To demonstrate repeated-measures 
dyadic analysis with indistinguishable dyads, I use 
the whole Pearson et al. data set that includes both 
same-race and cross-race dyads. When a data set 
contains a combination of distinguishable dyads 
(i.e., cross-race) and indistinguishable dyads (i.e., 
same-race), all dyads must be treated as indistin-
guishable (Kenny, Kashy, and Cook, 2006). In 
the context of repeated-measures dyadic analysis, 
this means that constraints need to be set on the 
 variance–covariance matrix because it is arbitrary 
who is labeled Partner 1 or Partner 2.      

 With indistinguishable dyads, there are no longer 
four variances to be estimated, but only two: the vari-
ances for Partner 1 and Partner 2 for Conversation 1, 
which are set equal to each other, and the variances 
for Partner 1 and Partner 2 for Conversation 2, which 
are set equal to each other. Accordingly, there are four 
covariances. Th ere is one within-person covariance 

 In examining the output, the fi rst step is to look 
at the box called Model dimension, which speci-
fi es the number of subjects, which is the number 
of dyads. In this case that number is 29. Th e fi xed 
eff ects and random eff ects portions of the output 
are presented in Figure 33.2. All fi xed eff ects are 
outputted as unstandardized coeffi  cients. As seen 
in Figure 33.2, the intercept is 2.133, which is the 
average anxiety across all participants. Th e main 
eff ect of Condition is not signifi cant ( p  = .347), 
but it is negative ,indicating that participants in the 
delay condition felt more anxious than did those in 
the no-delay condition. Th e main eff ect of Topic is 
signifi cant and negative ( p  < .001), indicating that 
participants felt more anxious during the Iraq war 
conversation than the presidential election conver-
sation. Finally, Actor_race is signifi cant and nega-
tive ( p  = .050), indicating that minorities felt more 
anxious than did whites. 

 Th e next step is to examine the eff ects in the 
covariance parameters output. To help inter-
pret the meaning of each of the parameters of the 
error  variance–covariance matrix, I refer readers to 
Table 33.2. As seen in Figure 33.2, there is signifi cant 
error variance for all four levels of RM, as indicated 
by signifi cant values for Var(1), Var(2), Var(3), and 
Var(4). Th e correlations between each of the error 
variances are presented next. Th e within-person 
correlations are Corr(2,1) and Corr(4,3). Corr(2,1) 
is the correlation between the error variance for 
Partner 1 at Conversation 2 (RM = 2), and that for 
Partner 1 at Conversation 1 (RM = 1). Corr(4,3) 
is the correlation between the error variance for 
Partner 2 at Conversation 2 (RM = 4) and Partner 2 
at Conversation 1 (RM = 3). Both of these correla-
tions are signifi cant, indicating that for both whites 
and minorities, there is within-person covariance 
of errors. How anxious whites and minorities felt 
during the fi rst conversation is correlated with how 
anxious whites and minorities felt during the  second 
conversation, respectively. 

 Th e remaining correlations are the between-person 
correlations, both within conversation and across 
conversation. For example, Corr(3,1) is the correla-
tion between Partner 2’s Conversation 1 and Partner 
1’s Conversation 1. As can be seen in Figure 33.2, 
none of the between-person correlations are sig-
nifi cant, suggesting that a model in which only 
the within-person correlations are estimated would 
be adequate. To test this specifi c model requires a 
more specialized approach in which one specifi es 
the covariances to be estimated, which can be done 
using SAS and MLWin. 
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742  repeated measures with dyads

model for the indistinguishable case might seem like 
a more complicated model because more steps must 
be taken to estimate it. However, there are fewer 
parameters to estimate (i.e., six instead of ten error 
variances and covariances), so it is a simpler model 
than that estimated for distinguishable dyads. 

 Th e fi rst step is to create a matrix that sets con-
straints on the variance–covariance matrix. Table 33.3 

(between Conversation 1 and Conversation 2), two 
between-person within-conversation covariances 
(i.e., between one partner’s Conversation 1 and 
the other partner’s Conversation 1; one partner’s 
Conversation 2 and the other partner’s Conversation 
2), and one between-person between-conversation 
covariance (i.e., between one partner’s Conversation 
1 and the other partner’s Conversation 2). Th e 

Model Dimensiona 

Number of 
Levels  

Covariance 
Structure  

Number of 
Parameters 

Subject 
Variables 

Number of 
Subjects 

Intercept 

Condition 

Topic 

Fixed Effects 

Actor_Race 
Repeated Effects rm Unstructured 

Correlations  
dyad 29 

Total 

1 

1 

1 

1 
4 

8 

1 

1 

1 

1 
10 

14 

a. Dependent Variable: ANXIETY. 

Fixed Effects
Estimates of Fixed Effectsa

95% Confidence Interval 
Parameter Estimate Std. Error df t Sig. Lower Bound Upper Bound 

Intercept .120461 28.798 17.711 .000 1.886975 2.379864 

Condition .053781 27.337 –.957 .347 –.161728 .058841 

Topic .055927 28.117 –5.525 .000 –.423566 –.194486 

Actor_Race 

2.133419 

–.051443 

–.309026 

–.182624 .089206 28.558 –2.047 .050 –.365194 –5.468479E-5 

a. Dependent Variable: ANXIETY.

Covariance Parameters
Estimates of Covariance Parametersa 

95% Confidence Interval 

Parameter Estimate Std. Error Wald Z Sig. Lower Bound Upper Bound 

Var(1) 1.224144 .334004 3.665 .000 .717109 2.089682 

Var(2) .840914 .222765 3.775 .000 .500336 1.413325 

Var(3) .946814 .252759 3.746 .000 .561087 1.597714 

Var(4) .525570 .141103 3.725 .000 .310530 .889525 

Corr(2,1) .532814 .135660 3.928 .000 .219158 .746659 

Corr(3,1) .264922 .176753 1.499 .134 –.100841 .567599 

Corr(3,2) .044523 .187811 .237 .813 –.313373 .391344 

Corr(4,1) .261784 .178013 1.471 .141 –.106145 .566661 

Corr(4,2) .214633 .180854 1.187 .235 –.152367 .529614 

Repeated Measures 

Corr(4,3) .716959 .093014 7.708 .000 .482492 .855548 

a. Dependent Variable: ANXIETY.

 Figure 33.2      Output for repeated-measures dyadic analysis for the distinguishable case using PASW.  
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 Table 33.1B     Person Period Pairwise File for the Pearson et al. Data with Only Indistinguishable Dyads 

Dyad Partner Convo Topic Condition RM Anxiety Actor Race Partner Race

3 1 1 –1  1 1 4  1  1

3 1 2  1 –1 2 3  1  1

3 2 1 –1  1 3 2  1  1

3 2 2  1 –1 4 6  1  1

4 1 1  1  1 1 3 –1 –1

4 1 2 –1 –1 2 6 –1 –1

4 2 1  1  1 3 4 –1 –1

4 2 2 –1 –1 4 3 –1 –1

(named “g”). Th e fi rst column of the matrix specifi es 
the parameter (i.e., “parm”); these values are based 
on the values presented in Table 33.3 (as seen in 
Table 33.3, there are six parameters). For example, 
the fi rst line, 1 1 1 1, refers to parameter 1, which 
is row 1 with column 1. In Table 33.3, row 1 is RM 
1, and column 1 is RM 1. Th is line of syntax tells 
SAS that the fi rst parameter is the variance for RM 
1 (because it is the covariance of RM 1 with RM 1, 
which is the same thing as the variance for RM 1). 
Th e next line of the syntax, 1 3 3 1, is the variance 
for RM 3 (because it is the covariance of RM 3 with 
RM 3). Starting both of these lines of code with 1 sets 
them equal to each other. Starting the next two lines 
of code with 2 forces these two parameters to equal 
each other. Note that for parameter 4, the covariance 
between RM 3 (Partner 2’s Conversation 1) and RM 
1 (Partner 1’s Conversation 1), is only included 
once. It is not necessary to also include the covari-
ance between RM 1 and RM 3 (which would read 
as 4 1 3 1). Th ere are a total of six parameters, so the 
values in the parm column range from 1 to 6: 

 data g; 
 input parm row col value; 
 datalines; 
 1 1 1 1 
 1 3 3 1 
 2 2 2 1 
 2 4 4 1 
 3 2 1 1 
 3 4 3 1 
 4 3 1 1 
 5 3 2 1 
 5 4 1 1 
 6 4 2 1 
 ;   

illustrates a matrix that specifi es how these constraints 
are made using the variable RM. Because six variances 
and covariances are estimated (two variances and four 
covariances), the values in the matrix range from 1 
to 6. If two numbers are the same, then these two 
parameters are set equal. For example, Row 1(RM 1) 
with column 1 (RM 1) is the variance for Partner 1 at 
Convo 1, and is set to 1. Row 3 (RM 3) with column 
3 (RM 3) is the variance for Partner 2 at Convo 1, 
and is also set to 1. Th us, these two variances are set 
to equal each other. Note that the structure of this 
matrix is analogous to that displayed in Table 33.2 
for the analysis of distinguishable dyads.      

  sas syntax 
 Currently it is not possible to set parameter 

constraints on variance covariance matrices within 
PASW, so SAS is used to illustrate this example. 
Below is the syntax for the analysis. I note that the 
procedure used here is very similar to that described 
by Kenny and Kashy (2011) for growth curve mod-
els with indistinguishable dyads. 

 Th e fi rst part of the syntax is the matrix that sets 
the constraints on the variance–covariance matrix 

 Table 33.3     Variance Covariance–Matrix with Parameter 
Constraints for the Analysis of Repeated-Measures 
Indistinguishable Dyadic Data with Two Repeated 
Measures 

RM 1 RM 2 RM 3 RM 4

RM 1 1

RM 2 3 2

RM 3 4 5 1

RM 4 5 6 3 2

AQ: Check 
this table 

placed after 
table 33.2
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744  repeated measures with dyads

signi fi cant within-person covariance between Con-
ver sations 1 and 2 (Lin 3), all having a  p  < .001. Th e 
between-person covariance at Conversation 1 is also 
signifi cant (Lin 4),  p  = .037, indicating that the two 
partner’s error variances are correlated for the fi rst 
conversation. However, the between-person cova-
riance at Conversation 2 is not signifi cant (Lin 6). 
Finally, the between-person between-conversation 
covariance is also not signifi cant (Lin 5), indicating 
that the error variance in one partner’s Conversation 
2 and the other partner’s Conversation 1 is not 
signifi cant.      

 Given these results, one might consider esti-
mating a more parsimonious model that does not 
include the two nonsignifi cant covariances (i.e., the 
between-person covariance at Conversation 2, and 
the between-person between-conversation covari-
ance). Th ere are several issues to consider when 
estimating a more parsimonious model. First, if 
the same model is estimated with several diff er-
ent dependent variables, it might be preferable to 
keep the same error structure for the sake of con-
sistency. Often scholars are interested in the pat-
tern of eff ects, even if some of these eff ects are not 
signifi cant. Second, it is important to consider if it 
makes theoretical sense to trim out an eff ect. For 
example, in this model, the between-person cova-
riance at Conversation 1 was signifi cant, but the 
between-person covariance at Conversation 2 was 
not. It does not make theoretical sense to trim out 
the covariance for the second conversation simply 
because it is not signifi cant. 

 However, if one does choose to estimate a more 
parsimonious model, then the two models can be 
compared with each other—the saturated model 
with the more parsimonious model—as long as they 
are nested. We can compare the above model to a 
model in which the two nonsignifi cant covariances 
are trimmed. To determine whether trimming these 
eff ects worsens the fi t of the model, a chi-square 
diff erence test is conducted in which the deviances 
of the two models are compared (called the –2 Log 
Likelihood in the output). Th ere are two parameter 
changes to the more parsimonious model (i.e., two 
covariances are dropped), and so a chi-square diff er-
ence test is conducted with 2 degrees of freedom. If 
the diff erence between the –2 Log Likelihoods of 
the two models is bigger than 5.99 (the critical chi 
square at 2 degrees of freedom), then dropping the 
two nonsignifi cant eff ects signifi cantly worsens the 
fi t of the model. In this case, the –2 Log Likelihood 
for the saturated model is 787.70, and the –2 Log 
Likelihood for the trimmed model is 787.90, a 

 Th e syntax for the PROC MIXED procedure is 
presented below.   

 PROC MIXED COVTEST; 
 CLASS  RM dyad;  
 MODEL  Anxiety  =  Condition Topic Actor_Race 

Partner_Race  
 /S DDFM = SATTERTH; 
 REPEATED  RM  / SUB =  Dyad  TYPE = LIN(6) 

LDATA= g;  
 PARMS .4 .4 .0 .0 .0 .0; 
 RUN;   

 Commands are in all capitals, and variable names 
are in bold. Th e COVTEST statement specifi es sig-
nifi cance tests for the random eff ects. Th e CLASS 
statement specifi es Dyad and RM as classifi cation 
variables. Th e model statement is analogous to the 
FIXED statement in PASW in which Anxiety is 
treated as the outcome variable, and Condition, 
Topic, and Actor_race are treated as main eff ects. 
Actor_race tests whether whites or minorities feel 
more anxious. Partner_race is included because 
both same-race and cross-race dyads are included 
in the data (recall that same-race dyads include 
both white–white and minority–minority dyads). 
Partner_race tests whether people (whites and 
minorities) who have white or minority partners 
feel more anxious. Th e “/s” specifi es output for 
the signifi cance tests of the fi xed eff ects. DDFM = 
SATTERTH option requests that the Satterthwaite 
(1946) approximation be used to compute the 
degrees of freedom (which involves a complicated 
weighted average of the between and within degrees 
of freedom; see Fitzmaurice, Laird, & Ware, 2004, 
and Kenny, Kashy, & Cook, 2006, for details). Like 
the distinguishable case, RM is the repeated variable, 
and Dyad is the subject. TYPE=LIN(6) LDATA= g  
specifi es the six error variances and covariances to 
be estimated, and that the matrix “g” will be used 
to place constraints on these parameters. /G pro-
vides a matrix of correlations. Th e parms statement 
provides starting values for the parameters in the g 
matrix. Th is statement can be used for models that 
do not initially converge, such as the present one. 
Often with complicated models in which several 
variances and covariances are estimated, one must 
read in starting values (i.e., values that the program 
begins with). 

 Th e results for this model are presented in 
Figure 33.3. I begin with interpreting the Covariance 
Parameter estimates. As seen in Figure 33.3, there is 
statistically signifi cant error variance at Conversa-
tion 1 (Lin 1) and Conversation 2 (Lin 2), and 
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Covariance Parameter Estimates

Covariance Parameter Estimates

Cov Standard Z
Parm Subject Estimate Error Value Pr > |Z|

LIN(1) dyad 1.4452 0.1809 7.99 <.0001
LIN(2) dyad 1.0071 0.1213 8.30 <.0001
LIN(3) dyad 0.7614 0.1215 6.27 <.0001
LIN(4) dyad 0.3779 0.1814 2.08 0.0372
LIN(5) dyad 0.04618 0.1209 0.38 0.7025
LIN(6) dyad 0.01562 0.1214 0.13 0.8976

Solution for Fixed Effects

Standard
Effect Estimate Error DF t Value Pr > |t|

Intercept 2.1090 0.09555 73.3 22.07 <.0001
Condition -0.05520 0.04588 69.6 -1.20 0.2329

Topic -0.1689 0.04680 72.7 -3.61 0.0006
Actor_Race 0.1957 0.08642 141 2.27 0.0250
Partner_race 0.009495 0.08642 141 0.11 0.9127

 Figure 33.3.      SAS output for indistinguishable repeated measures analysis.  

  Test of Distinguishability 
 In the illustrative analyses section, I demon-

strated how one set of procedures is appropriate for 
analyzing distinguishable dyadic data and another 
set of procedures for analyzing indistinguishable 
dyadic data. However, as previously mentioned, dis-
tinguishability is both a theoretical and an empirical 
distinction, and it may be the case that theoretically 
distinguishable dyads are empirically indistinguish-
able. In the present case, cross-race dyads are clearly 
theoretically distinguishable, but there may not be 
detectable diff erences in the patterns of eff ects for 
whites and minorities. 

 Tests of distinguishability can be conducted 
to determine whether distinguishable dyads can 
be treated as indistinguishable. Doing so has its 
advantages—eff ects can be pooled within and 
across dyads, increasing statistical power, and as 
illustrated, the model for indistinguishable dyads is 
more parsimonious because there are fewer param-
eters to estimate. 

 To conduct a test of distinguishability, two 
models must be estimated on the distinguishable 
data (i.e., the data that contains only cross-race 
dyads): one model that treats dyads as distinguish-
able, and one that treats them as indistinguishable. 
Distinguishability can occur at two levels. At the 

diff erence of .20. Th us, it is permissible to estimate 
the trimmed model (but does not make theoreti-
cal sense in this case, so I would advise against it). 
Th is method of comparing models is described in 
more detail in the following section on “Test of 
Distinguishability.” 

 I return to the fi xed eff ects. We see that eff ects 
are consistent with the distinguishable case. Th e 
intercept is 2.109, which is the average level of anxi-
ety for all participants. Th e main eff ect of condition 
is not signifi cant ( p  = .233) but is negative, indicat-
ing that people felt more anxious in the delay con-
dition than the no-delay condition. A main eff ect 
of Topic reveals that participants felt more anxious 
discussing the Iraq war than the presidential elec-
tion ( p  = .0006). Additionally, whites felt more 
anxious than did minorities, as indicated by a main 
eff ect of Actor_Race that is positive ( p  = .025). No 
main eff ect of Partner_Race was found ( p  = .913), 
but the eff ect is positive, indicating that partici-
pants with white partners felt more anxious than 
did those with minority partners. Taken together, 
the results for the distinguishable and indistinguish-
able cases are largely consistent. I next discuss how 
these two procedures can be used to test whether 
theoretically distinguishable dyads are empirically 
distinguishable.   
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746  repeated measures with dyads

fi xed eff ects, random eff ects, or both can be made. 
However, when estimating models using Restricted 
Maximum Likelihood (which is generally preferred 
because ML has well-known bias with small sam-
ples), it is only possible to compare random eff ects 
(see section 4.6.3 of Singer & Willett, 2003, for a 
more thorough explanation). 

 Once these models are estimated, a chi-square 
diff erence test can be computed by subtracting 
the deviances of the two models (called “ −2 Log 
Likelihood” under Fit Statistics). In the Pearson 
et al., example, there are an additional three fi xed 
eff ects in the distinguishable model (i.e., the main 
eff ect of Actor_race and the two interactions), and 
an additional four variances/covariances. Th us, 
there is a diff erence of 7 degrees of freedom between 
the distinguishable model and the indistinguish-
able model. Th e deviance for the distinguishable 
model is 269.40, and the deviance for the indis-
tinguishable model is 281.40. Th e chi-square ( χ  2 ) 
diff erence between these two models is 12, which 
with 7 degrees of freedom, is not statistically signifi -
cant. Th us, setting parameter constraints that force 
dyads to be indistinguishable does not signifi cantly 
worsen the fi t of the model, and therefore dyads can 
be treated as indistinguishable. If the chi-square dif-
ference test were signifi cant, then we would need to 
treat dyads as distinguishable because forcing these 
parameter constraints signifi cantly worsened the fi t 
of the model. 

 However, in examining the pattern of fi xed 
eff ects, results indicated a main eff ect of Actor_race, 
 p  = .044. Whites felt more anxious than did minori-
ties. Actor_race did not interact with Condition 
( p  = .35) or Topic ( p  = .77). In this example, whites 
and minorities had diff erent means for the depen-
dent variable. Th is is a perfect example of a case in 
which the omnibus test revealed that treating dyad 
members as indistinguishable does not signifi cantly 
worsen the fi t of the model, but there are signifi cant 
diff erences between whites and minorities at the 
level of the fi xed eff ects. Th at is, whites and minori-
ties have equal variances and covariances, but they 
also have diff erent means. In such cases, it is advis-
able to keep the distinguishing factor in the fi xed 
eff ects portion of the model. 

 In addition, in some cases, it is of theoretical 
interest to show which variables in the model are 
moderated by the distinguishing factor and which 
are not, so even if dyads are empirically indistin-
guishable, the distinguishing factor is kept in the 
model as a moderator. Alternatively, one can esti-
mate a two-intercept model in which separate 

level of the fi xed eff ects, the pattern of eff ects may 
be the same for the two types of individuals. In the 
Pearson et al. data, this would be the case if the 
eff ects of Condition and Topic on Anxiety are same 
for whites and minorities, and there is no mean dif-
ference in the level of anxiety experienced by whites 
compared with minorities. To test this possibility, 
one needs to run a model that includes the main 
eff ect of Actor_race (to test for overall mean diff er-
ences between whites and minorities), and the inter-
actions between Actor_race and Condition, and 
Actor_race and Topic. Th is model will be compared 
with a model that does not include the main eff ect 
of Actor_race or the interactions between Actor_
race and Condition, or Actor_race and Topic. 

 Th e error variances and covariances may also be 
equivalent across the two dyad members. To test 
whether this is the case, the model that treats dyad 
members as distinguishable includes all ten error 
variances and covariances (i.e., the model that allows 
for separate error variances and covariances for the 
white and minority partners). Th e model that treats 
dyads as indistinguishable would include only the 
six parameters illustrated in the last example. 

 Taken together, two models will be estimated. 
Th e distinguishable model will test for moderation 
by the distinguishing factor at the level of the fi xed 
eff ects, and will also allow for separate error vari-
ances and covariances for whites and minorities. 
Th e indistinguishable model will not test for mod-
eration at the level of the fi xed eff ects and will only 
include the main eff ects of Topic and Condition, 
and will set constraints on the error variances and 
covariances of the two partners. Because these two 
models will be compared and changes have been 
made between them at the level of the fi xed and 
random eff ects, ML (Maximum Likelihood) esti-
mation must be used instead of the default method 
REML (Restricted Maximum Likelihood). Th e 
statement “METHOD = ML” can be added to the 
SAS syntax after “COVTEST.” Th is change must 
be made because under Maximum Likelihood, the 
likelihood of the sample data is maximized; how-
ever, under Restricted Maximum Likelihood, the 
likelihood of the sample  residuals  is maximized. 
As a result, the Maximum Likelihood deviance 
statistic describes the fi t of the entire model, and 
the Restricted Maximum Likelihood deviance sta-
tistic describes the fi t of only the stochastic por-
tion of the model (i.e., the random eff ects, because 
the fi xed eff ects are assumed known). In practical 
terms, when estimating models using ML, compari-
sons between models that diff er at the level of the 
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test whether the eff ect of anxiety experienced dur-
ing Conversation 1 carries over to anxiety experi-
enced during Conversation 2, but only for those 
dyads that were in the delay condition fi rst. Taken 
together, there are many ways in which the basic 
model illustrated here can be elaborated. Actor and 
partner variables at multiple levels can be treated as 
moderators and predictors. 

 Th ere has been much recent advancement in the 
analysis of repeated-measures dyadic data, resulting 
in many analytic techniques one can chose from. 
I have provided examples of how to analyze distin-
guishable and indistinguishable repeated-measures 
dyadic data using MLM. Structural equation mod-
eling (SEM) is another strategy one can use, and 
there many excellent descriptions of how to analyze 
dyadic data using SEM (i.e., Kashy, Donnellan, 
Burt, & McGue, 2008; Kenny, Kashy, & Cook, 
2006; Olsen & Kenny, 2006). For example, Kashy 
et al. (2008) demonstrate how to estimate growth 
curve models for indistinguishable dyadic data 
using SEM. One advantage of SEM is that many 
programs are able to estimate binary and count 
outcomes (e.g., MPlus), making SEM an excellent 
option for modeling repeated-measures dyadic data 
when outcomes are noncontinuous. Another pos-
sibility is to use HLM, which, like SAS, allows for 
constraints to be on made on the variance–covari-
ance matrix. Kenny, Kashy, and Cook (2006) pro-
vide illustrations of using HLM to analyze dyadic 
data. Th e programs available today allow for very 
specialized models to be estimated, allowing for a 
multitude of diff erent theoretical predictions to be 
tested. 

 A third alternative approach is the marginal 
model approach. Marginal models are estimated 
using a method called  general estimating equations  
(GEE; Liang & Zeger, 1986; Zeger & Liang, 1986) 
as a means of testing hypotheses regarding the infl u-
ence of factors that are exponentially distributed 
(e.g., count or binary) and collected within subjects 
across repeated measures. Marginal models are ideal 
for analyzing repeated-measures dyadic data in cases 
in which outcomes are binary, count, or continuous 
(Fitzmaurice, Laird, & Ware, 2004), which can be 
diffi  cult to estimate using traditional programs for 
these types of data (e.g., PROC NLMIXED and 
PROC GLMMIX; see McMahon, Pouget, & Tortu, 
2006, for details). Like mixed models, they allow for 
missing data, and predictors can vary over repeated 
measure or can be time stationary. Th e GEE algo-
rithm is available in most statistics programs (PASW, 
SAS, STATA; see Ballinger, 2004, for a list of readings 

eff ects are estimated for each level of the distin-
guishing factor (i.e., an intercept is estimated for 
whites, and an intercept is estimated for minorities; 
a main eff ect of Topic is estimated for whites, and 
a main eff ect of Topic is estimated for minorities; 
see Kashy, Kenny, & Cook, 2006 for details). Th is 
method is ideal for examining patterns of eff ects for 
whites and minorities. However, only by treating 
the distinguishing factor as a moderator can we test 
whether the eff ect of one variable on the outcome 
is signifi cantly diff erent for the two levels of the dis-
tinguishing factor (e.g., whether the intercept is  sig-
nifi cantly  diff erent for whites and minorities). 

 I do note one important caveat to the strategy 
of comparing models and keeping the more parsi-
monious of the two. A researcher may include the 
results of several models in a research paper, and it is 
possible that data are empirically distinguishable in 
one set of models, but empirically indistinguishable 
in another. For example, in the Pearson et al. data, 
there may be equality of variances for whites and 
minorities for anxiety, but inequality of variances 
for rapport. If data are empirically distinguishable 
for one set of models or empirically indistinguish-
able for another, I recommend using one consistent 
strategy for all analyses, and typically this means 
treating dyads as distinguishable.   

  Elaborations and Conclusions 
 Th e illustrative models I presented were fairly sim-

ple at the level of the fi xed eff ects and can be elabo-
rated in many ways. For example, these models can 
be elaborated to include both actor and partner pre-
dictor variables, and at multiple levels. As previously 
described, within an APIM framework (Kashy & 
Kenny, 2000), one partner’s outcome is treated as 
a function of his or her own predictor variables and 
his or her partner’s predictor variables. In the Pearson 
et al. (2008) data, respondent’s own race and their 
partner’s race were actor and partner predictors of 
anxiety. Th ese variables, which are time stationary, 
could be treated as moderators of diff erences between 
the repeated measures. For example, it may the case 
that whites increase in anxiety from Conversation 1 
to Conversation 2, but minorities do not. 

 In line with a stability and infl uence model 
approach, the APIM lends itself to the repeated- 
measures case in which actor and partner variables 
measured on one occasion predict outcomes mea-
sured on the next occasion. For example, it may be 
the case that only for whites, anxiety experienced 
during Conversation 1 predicts anxiety experienced 
during Conversation 2. In addition, one could also 
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that specifi cally address how to estimate the models 
using diff erent statistical programs). 

 In conclusion, interest in collecting repeated- 
measures dyadic data has grown substantially in 
recent years. Many relational phenomena that were 
initially studied at the individual level are now 
studied at the relational level, and given recent 
methodological and analytical advances, these phe-
nomena can now be studied at the relational level 
and across multiple time points, interaction con-
texts, or experimental conditions. Analytic models 
can be tailored to a researcher’s particular theoretical 
question or interest. Whether one is interested in 
comparing experimental conditions to one anther, 
modeling patterns of change over time, or in mea-
suring stability and infl uence in a changing psycho-
logical process, there is an analytical model that can 
be designed to test hypotheses relevant to each of 
these designs. With fl exible analytical models, the 
possible relational phenomena than can be explored 
are virtually endless.  
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   Appendix   

 SAS syntax for analyzing a repeated-measures analysis with distinguishable dyads. 
 PROC MIXED COVTEST; 
 CLASS  RM dyad ; 
 MODEL  Sociability  =  Condition Topic Actor_Race  
 /S DDFM = SATTERTH; 
 REPEATED  RM  / TYPE=UN SUB= dyad ; 
 RUN;        
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